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ABSTRACT

Emotions play a significant role in both verbal and nonverbal communication. Facial 
emotion recognition has applications in various sectors where we can get real-time feedback 
about student activeness by detecting their expression. In this paper, we aim to provide an 
improved deep-learning technique to detect emotions by using publicly available datasets 
to perform this detection. To get more data for the well-being of the Machine Learning 
Model, we have used data augmentation using the TensorFlow framework. Visual Geometry 
Group-16 (VGG16) is a convolutional neural network of 16 layers deep. There has been 
an alteration to the default VGG16 structure to get better classification results. Various 
optimization algorithms and loss functions increase the model’s accuracy. We have used 
many evaluation parameters from the technical side, like precision, accuracy, recall, Area 
Under the Receiver Operating Characteristic Curve (AUC), and F1 Score. The proposed 
model has an accuracy of 89% while having a precision of 81 percent for classification. 
We have achieved an F1 Score of 0.42 and an area under the ROC curve (AUC) of 0.734. 

Overall, it would be beneficial for analyzing 
and categorizing positive and negative 
emotions, which would aid in detecting 
signs of stress, anxiety, and burnout, as 
well as taking preventive actions to enhance 
well-being. 

Keywords: Deep learning, emotion, facial emotion, 
human-computer interaction, image classification, 
neural networks 
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INTRODUCTION 

The last decade has seen a significant increase in the integration of emotions and technology. 
It has led to a multidisciplinary study of computer science, cognitive science, psychology, 
and neuroscience (Shank, 2014). Emotions play a significant role in both verbal and 
nonverbal communication in humans. It can be most effectively understood through facial 
affect, which refers to the feelings and emotions humans experience. Face expressions are 
widely regarded as the universal language of internal emotional states since people of all 
cultural backgrounds understand them, and they also help in understanding the moods of 
individuals. Facial experiences are regarded as a universal language to understand emotions 
and are recognized and interpreted similarly across all cultures. The universality hypothesis 
by Darwin (1872) suggests that humans can express six internal emotions, i.e., happiness, 
surprise, fear, disgust, anger, and sadness (Ekman, 2009).

Further research by Ekman and Friesen (1971) suggested a similar concept. He 
proposed that there are six universal primary emotions in humans: anger, disgust, fear, 
happiness, sadness, and surprise, and argued that these emotions are expressed with the 
same facial expressions regardless of culture or language. Therefore, the terms facial 
expressions or emotional expressions are often used to describe the various emotions and 
moods of individuals universally (Ortony, 2022).

While talking about facial emotions, the issues of universality and cultural specificity 
have often been considered (Barrett et al., 2019). There has been enough empirical evidence 
to prove that emotions in facial expressions are recognized similarly in different cultures. 
The facial expressions of basic emotions are considered innate and universal (Mandal, 
2004). Facial expressions represent a person’s state of mind, which informs other people 
how a person is feeling and is most useful when communicating with others. Facial 
expressions can be analyzed in various fields, such as psychology (Song, 2021). 

Recently, with the growth of digital technologies, various social media platforms have 
introduced emoticons and animated graphics interchange formats representing emotions. 
These visual elements provide a more detailed and expressive way to communicate 
emotions and sentiments. Many tech companies like Microsoft Azure (2018) and Google 
Inc. have developed software to read emotions objectively by understanding facial 
expressions. Additionally, facial expressions, which can indicate emotional states, help 
identify and manage psychiatric illnesses. Treatment plans for people with Autism Spectrum 
Disorder (ASD) and other Neurological disorders also include emotional expression and 
facial recognition. A study recently observed that emotion recognition technologies teach 
children with ASD (Autism Spectrum Disorder) how to express and identify emotions 
(Garcia-Garcia et al., 2022). Rapid human-computer interaction development, such as 
Artificial intelligence (AI), Cloud computing, and various machine-driven learning, has 
enhanced their application in Psychology.  
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With the increase in suicide rates in India, with 12 deaths per 100,000 people reported 
in 2021 (Salve, 2022) and also over the world (https://ourworldindata.org/grapher/death-
rate-from-suicides-ghe), this technology can be utilized by counselors to comprehend and 
understand the emotional state of their clients, especially in a virtual setting. By analyzing 
subtle changes in their facial expressions, counselors can tailor their approach toward their 
clients and provide more effective treatment. 

Facial emotion recognition technology can identify potential threats and suspicious 
behavior in law enforcement and crime. By analyzing the emotions expressed in a suspect’s 
facial expressions, new ways of identifying individuals involved in criminal activity can be 
evolved. It can also analyze the emotions expressed in surveillance footage, providing valuable 
insights into criminal behavior and aiding the investigation. In the field of forensics, it can be 
used to identify individuals in photographs when their faces are partially obscured, or images 
are of poor quality, supplementary to traditional methods of solving crimes.

Overall, facial emotion recognition technology has the potential to revolutionize a wide 
range of fields and applications. This technology can help improve outcomes and enhance 
our understanding of the complex nature of human emotions.

The environment today generates an enormous amount of data, which is accumulated 
to improve the situation in various settings such as education, organizations, research, 
and more. However, when a large amount of data is generated, it becomes crucial to 
remove subjectivity and inaccuracy in interpreting emotional cues to make the data more 
meaningful, personalized, and objective (Saini et al., 2023). 

However, accurately interpreting emotional cues could be challenging. Subjectivity 
and inaccuracy can arise due to differences in cultural expressions, state of mind, and 
interpretation. For instance, people with social anxiety have been found to interpret facial 
expressions of emotions based on prior knowledge and expectations (Song et al., 2022).

Human-computer interaction can help to mitigate these issues by using facial 
recognition technology to recognize emotional cues accurately. The significance of facial 
recognition of emotions has been documented in various studies. The study done by Pabst 
et al. (2023) on facial recognition technology helped us to discover how healthy individuals 
and individuals with severe alcohol use disorder reacted to various socio-emotional cues. 

Saini et al. (2023) recognized the importance of technology and media in 
communication. They conducted a study to compare three speech emotion recognition 
machine learning methods to determine feelings and sentiments in speeches. Studying 
emotions in the workplace becomes imperative, as an employee’s state of affect can lead 
an organization to flourish or fail. Such technology can help take preventive measures by 
tracking employees’ moods and emotional states (Subhashini & Niveditha, 2015). 

Siam et al. (2022) used machine learning techniques to detect emotion. They used 
principal component analysis with basic models like support vector machine and logistic 
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regression. The model achieved a validation accuracy of 70% on the face emotion dataset. 
Jaymon et al. (2021) proposed the detection of emotion on actual feeds that grasp the 
information about personalities. To build the model, they used TensorFlow, the framework 
of a Convolutional Neural Network, which gave them an accuracy of 65%

In addition, as the number of studies that concentrate on enhancing or increasing facial 
emotion detection has increased, the problem of a restricted database of photos for model 
training has also been brought to light (Devi & Preetha, 2023). Data augmentation, which 
increases the image count by modifying it at various levels, can increase the image count, 
thereby training the model for better precision and accuracy and contributing to refining 
human-computer interaction. It is accomplished by increasing the levels at which the data 
is modified.

This research highlights the need for extensive application of this technology. Language 
is full of emotions, which help in decoding the underlying meaning behind the intent of 
communication. Facial recognition of emotion in human-computer interaction is imperative 
to create more personalized, meaningful experiences for users in various industries. By 
incorporating facial recognition technology, we can better understand and respond to the 
user’s emotional needs, leading to increased productivity, innovation, and well-being.

RESEARCH OBJECTIVES

The main contributions of the work can be summarized as follows:
1. A new fast and robust emotion detection framework for cyber-physical vision 

applications is proposed.
2. A comparison between traditional psychological and modern AI methods is 

evaluated to recognize human emotion.
3. Exploration of data augmentation to help us increase the data and introduce 

variability in the datasets.
4. Performing emotion classification using deep learning techniques.
5. A brief model implementation uses a live camera feed and images.
This approach system is based on Convolutional Neural Networks for facial expression 

recognition. A new architecture is proposed in which the system’s input is an image; then, 
a Convolutional Neural Network (CNN) is used to predict the facial expression labels.

METHOD

Data Preprocessing System

Emotions are the most important part of a human being. Humans can recognize and 
differentiate between faces. Recognizing facial emotions and differentiating between them 
is believed to be achieved by computers nowadays. Recognizing facial expressions that 
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communicate fundamental emotions like fear, happiness, and disgust is known as facial 
emotion recognition. A highly accurate emotion identification model has been developed 
thanks to the development of computer vision techniques.

Data Collection

We have collected different types of facial emotion data from many online dataset repositories. 
We have used the Facial Expression Recognition 2013 dataset for training purposes. It contains 
approximately 30000 facial images in Red, Blue, and Green (RGB) form of differential 
expression with a size restricted to 48 × 48 pixels. It contains mainly seven types of emotion 
labels: angry (0), disgusted (1), fear (2), Happy (3), Sad (4), Surprise (5), and Neutral (6). 

We used different data for model testing. CK+48 is a small dataset containing seven 
classes: fear, sadness, anger, disgust, happiness, contempt, and surprise. The images are 
48 × 48 and have a grey-scaled color palette. Good variations and feature distributions can 
be used in testing to obtain good results. It has a frontal view with clear images of faces.

Data Augmentation

Data augmentation (Alamsyah et al., 2022) is a group of methods for creating additional 
data points from previously collected data to artificially increase the amount of data. It 
includes making minor adjustments to the data or creating new data points using deep 
learning models. By creating new and varied examples, this has a wide range of applications 
for enhancing the performance and results of machine learning models.

We have used the Tensorflow framework for the deep learning model. Tensorflow 
provides an image preprocessing technique for data augmentation by generating batches 
of tensor images. We have done the following data augmentation operation:

1. Rotation: In this, we rotate the image to a certain degree. If the rotation degree is 
set to 40, the new image will be 40 degrees and rotate to the original one.

2. Shearing: It is also used to transform the orientation of the image. Additionally, it 
implies that the image will be warped along a particular axis, typically to alter or 
modify the perception angles.

3. Zooming: It allows us to either zoom in or zoom out. The specified zoom-in range 
allows us to get a different image, which can help train the ML model.

4. Flipping allows us to flip the orientation of the image. We can use horizontal or 
vertical flips. This operation can be misleading for a model. If the image is flipped 
along the wrong axis, it can make no sense during the training of the deep learning 
model. So, in face detection, we do not need vertical flips. 

5. Rescale: We rescale the image pixel in the range 0 to 255.
6. Shifting: We shift the image by a certain length, making it different from the real 

image. It has a height and width shift.
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For instance, here demonstrates how Data Augmentation changes the Face image. It 
creates different types of images similar to the original ones. It is applied to the whole 
dataset to increase the dataset. We can see the implementation of these techniques on an 
image, as shown in Figure 1.

Figure 1. Image augmentation

Data augmentation plays an important role in this research. By using augmentation 
techniques, we increase the number of data samples from 30,000 to 50,000, which helps 
achieve better accuracy. Many machine learning techniques include data augmentation, 
as it increases the amount of data and helps achieve more useful information from the 
images. It makes Data Augmentation necessary for image-based multi-classification. This 
technique has been utilized extensively for various purposes and is useful for resolving 
data generation and precision issues. Several techniques, including posture transfer, hairdo 
transfer, expression transfer, cosmetics transfer, and age transfer, have been suggested to 
change the appearance of a genuine face image. In the meantime, the simulated virtual 
faces can also be improved to match the realism of the genuine ones. One can increase the 
training data’s variety and strengthen the trained model’s resilience using any augmentation 
technique.

Model Training

A neural network with three or more layers is what machine learning essentially is, which 
includes deep learning. Although these neural networks try to emulate how the human brain 
works, they cannot match it, allowing the computer to “learn” from enormous amounts of 
data. Even if a neural network with only one layer can still provide approximate predictions, 
more hidden layers can help to tune and improve accuracy.
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Here, we have used VGG16 as a deep-learning model. There are several reasons for 
the choice of VGG16 as a primary architecture for this study, as mentioned below:

1. Facial emotion involves capturing special details and unique features, which can 
be done using VGG16 hierarchical representations, capturing both low-level and 
high-level features in facial expressions.

2. VGG16 leverages the power of pre-trained weights using the ImageNet Large 
Scale Visual Recognition Challenge Dataset; this helps the model acquire general 
knowledge during training and enhances detection accuracy.

3. With transfer learning capabilities, VGG 16 uses small filter sizes and contains 
several convolutional layers, which provide a balanced receptive field. This 
receptive field helps the model capture local and global features from the images.

VGG16 is a convolutional neural network that is 16 layers deep. It is a pre-trained model 
that has been trained on the ImageNet database. The pre-trained model can categorize 1000 
different types of objects. The network has, therefore, acquired rich feature representations 
for various images. The network can accept images up to 224 × 224 in size. This model 
has achieved 92% in the ImageNet Challenge for 14 million images belonging to 1000 
classes. It has a fixed input size of 224 × 224 and RGB channels, resulting in (224, 224, 3) 
tensor. Here, it calculates the probabilities of different classes. After every prediction, we get 
probabilities associated with different classes based on similarity. The classification vector 
has to ensure that these probabilities add to 1 and check it. We use the Softmax function. 

The 16 in VGG16 refers to 16 layers with weights (Figure 2). VGG16 has 13 
convolutional layers, five max-pooling layers, and three dense layers, i.e., learnable 
parameters layer. It contains a 3x3 filter with Stride 1 and the same padding and max pool 
layer of a 2x2 filter with Stride 2. The convolutional and max pool layers are consistently 
arranged throughout the whole structure.

The VGG16 model is a deep convolutional neural network trained on the Image Net 
dataset. It consists of 13 convolutional layers and three fully connected layers. By using the 
VGG16 model as the base model, the pre-trained weights are used as initial weights for the 
model, which can improve performance and reduce training time. After the VGG16 base 
model, a dropout layer with a rate of 0.5 is added to prevent overfitting. Then, a flattened 
layer is added to flatten the output from the base model to a 1-dimensional tensor. A batch 
normalization layer is added to normalize the output. Then, three dense layers are added 
with 32 units, each followed by a batch normalization layer, the rectified linear activation 
unit (ReLU) activation function, and a dropout layer with a rate of 0.5. The ReLU activation 
function is used to introduce non-linearity into the model. Finally, a dense layer with 
seven units is added, and the softmax activation function is used to output a probability 
distribution over the seven classes.

This model is suitable for classification tasks on images with seven classes, and the 
use of a pre-trained VGG16 base model can lead to improved performance and faster 
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training time. A good optimizing algorithm can help a deep learning model train by getting 
differences in results in minutes, hours, and days. In this case, we will apply the Adam 
optimization method. In addition to stochastic gradient descent, the Adam optimizer is used. 

Adam Optimization

Adam optimization is a gradient descent algorithm for optimizing the parameters in a neural 
network. It uses momentum and adaptive learning rates to converge to the minimum of 
the cost function faster than traditional gradient descent methods.

The algorithm shows the working of Adam Optimization

Initialize Vdw=0,Sdw=0,Vdb=0,Sdb=0
On iteration t:

1. Computer dw, db using current mini-batch gradient descent
2. Vdw = β1 Vdw + ( 1- β1)dw, Vdw = β1 Vdb + ( 1- β1)db 
3. (momentum β1 exponentially weighted average)
4. Sdw = β2 Sdb + ( 1- β2)dw2 , Sdb = β 2 Sdb + ( 1- β2)db 
5. ( RMSProp β2 )
6. Vdw

corr  = Vdw/ ( 1- β1
t),  Vdb

corr  = Vdb/ ( 1- β1
t)

7. Sdw
corr  = Sdw/ ( 1- β2

t) ,  Sdb
corr  = Sdb/ ( 1- β2

t)
8. W = W – α  Vdw

corr / √ (Sdw
corr  + € ) ,b = b – α Vdb

corr / √ (Sdb
corr  + €)

Where Hyper parameter choices:
α: Learning rate. It needs to be tuned.
β1: beta 1 moving average weight of dw. Default value 0.9
β2: beta 2 moving average weight of dw2 and db2. Default value 0.999
€: 10-8

Figure 2. Improved VGG 16 Block Diagram
Source: Input image taken from the public dataset

Output Emotion:
Happy

Default VGG16 Architecture
Dense layer (32)I + ReLU
Batch normalization
Flatten layer
Dropout

Input
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The algorithm starts by initializing two variables, Vdw and Sdw, and Vdb and Sdb, 
to zero. On each iteration, the gradients dw and db are computed using the current mini-
batch of data. Then, it updates the moving average of the first and second moments of the 
gradients (Vdw, Vdb, Sdw, Sdb) using exponential decay rates (beta1 and beta2). It also 
corrects these moving averages to prevent bias towards zero at the beginning of the training 
by dividing them by (1-beta1^t) and (1-beta2^t).

Finally, it updates W and B parameters using the corrected moving averages and a 
learning rate alpha. The learning rate determines the step size of the parameter updates 
and needs to be tuned. The beta1 and beta2 values have default values of 0.9 and 0.999, 
respectively. € is a small value added to the denominator to avoid division by zero.

These days, deep learning applications for computer vision and natural language 
processing are commonly regarded as dependable. Adam is a shortened version of adaptive 
moment estimation. Using estimated values for the first and second moments of the 
gradients, it calculates individual adaptive learning rates for various parameters. It uses 
momentum and sealing terms for the gradient cost function. Adam additionally uses the 
average of the second moments of the gradients, as opposed to adjusting the parameter 
learning rates based on the average first moment as in root mean squared propagation 
(RMSProp). It combines the idea of moment optimization with RMSProp and exponential 
decay.

How Adam Works

Adam optimization combines the Moment’s and RMSP methods, which accelerate the 
gradient descent algorithm with exponentially weighted averages of the gradient.

Moment’s Method

Generally, the main aim is to accelerate the gradient descent algorithm with an exponentially 
weighted gradient average. We use averages to converge faster toward minima, as shown 
in Equations 1 and 2. 

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡 .𝑚𝑚𝑡𝑡                          (1) 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒  

𝑚𝑚𝑡𝑡 =  𝛽𝛽.𝑚𝑚𝑡𝑡 − 1 + (1 +  𝛽𝛽) [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]  

       [1]

Where

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡 .𝑚𝑚𝑡𝑡                          (1) 

𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒  

𝑚𝑚𝑡𝑡 =  𝛽𝛽.𝑚𝑚𝑡𝑡 − 1 + (1 +  𝛽𝛽) [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]        [2]

Where mt = total gradients at time t [present]. (mt initially equlas 0); mt – 1 = the sum of 
gradients at time t – 1; wt = weights at time t; wt + 1 = weights at time t + 1; at = learning 
rate at time t; 𝜕𝜕 L = derivative of Loss Function; 𝜕𝜕 wt = derivative of weights at time t; β 
= moving average parameter (constant = 0.9)
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RMSP Method

It avoids the early stopping problem by accumulating recent gradients through exponential 
decay. Here, we take the exponential moving average, as shown in Equations 3 and 4. 

𝑣𝑣𝑡𝑡  =  𝛽𝛽.𝑣𝑣𝑡𝑡−1  + (1 −  𝛽𝛽) ∗  [ 𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]     (3) 

𝑤𝑤𝑡𝑡+1  =  𝑤𝑤𝑡𝑡  –  𝛼𝛼𝑡𝑡/ (𝑣𝑣𝑡𝑡  +  𝜖𝜖 )1/2 ∗  [𝜕𝜕𝜕𝜕/ 𝜕𝜕𝑤𝑤𝑡𝑡]         

Where wt = weights at time t; wt + 1 = weights at time t + 1; at = learning rate at time t; 
#L = derivative of Loss Function; #wt = derivative of weights at time t; vt = sum of the 
square of past gradients. [i.e sum(𝜕𝜕 L/𝜕𝜕 Wt – 1)] (initially, Vt = 0); β = moving average 
parameter (constant = 0.9); 𝜖𝜖  = a small positive constant (10 – 8)

Adam Optimizer inherits the strength or the positive attributes of the above two methods 
and builds upon them to give optimized results, as shown in Equation 5.

𝑚𝑚𝑡𝑡 =  𝛽𝛽1𝑚𝑚𝑡𝑡−1 + ( 1 −  𝛽𝛽1 )[�
𝑑𝑑𝜕𝜕
𝑑𝑑𝑤𝑤𝑡𝑡

� ,𝑣𝑣𝑡𝑡 =  𝛽𝛽2𝑣𝑣𝑡𝑡−1 + ( 1−  𝛽𝛽2 ) �
𝑑𝑑𝜕𝜕
𝑑𝑑𝑤𝑤𝑡𝑡

�
2

   [5]

Parameters used:
1. 𝜖𝜖  = 10 – 8
2. β1 + β2 = average of gradients in the above methods (β1 = 0.9 & β2 = 0.999)
3. α = learning rate (0.001)

Cross Entropy Loss Function

The loss function measures how far the algorithm’s current output deviates from the 
desired output. This information theory-derived function aims to compare two averages 
of the distribution’s bit count. Cross-entropy is used as the Log Loss function to compare 
two probability distribution functions (not the same, but they measure the same thing).

We have employed binary and multiclass problems; categorical cross-entropy is 
utilized; the label must be encoded as a categorical, one-hot encoding representation (for 
three classes: [0, 1, 0], [1, 0, 0]).

Model Evaluation 

The most crucial phase, model evaluation, allows us to assess and enhance our model. 
Validation and testing methodologies were the primary assessment criteria that we 
employed. Twenty-eight thousand photos from seven distinct classes/emotions were 
used to train the model. Eight thousand photos were used to validate the model as it was 
being improved. Only the Facial Expression Recognition (FER) 2013 dataset was utilized 
for training and validation. For testing, we used photos from the CK+48 dataset, which 
contains various images from the FER2013 data. The CK+48 data includes 981 pictures. 

[3]

[4]
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We used different evaluation metrics. We used five classification metrics: (1) Accuracy, 
(2) Precision, (3) Recall, (4) AUC, and (5) F1 Score.

RESULTS AND DISCUSSION

In this paper, we have proposed an Emotion detection model. Deep neural networks are used 
to precisely predict emotion from facial images. Features are extracted using deep learning 
methods. Classification metrics like Precision Recall F1 Score and Accuracy evaluate the 
effectiveness of the Deep learning Pre-trained model. We have used two different types 
of datasets that are available publicly. The FER2013 dataset contains over 30000 images, 
of which we have used 28000 for training the VGG16 Pre-Trained Model. The Rest of 
the Images were used to validate the model while training, which uses transfer learning 
methods. For the testing of the model, we used the CK+48 dataset. The model performs 
well in detecting all emotions provided in the dataset.

Instead of using cross-validation, we used a different strategy for dividing the data 
into training, validation, and testing sets. The dimensions and properties of the employed 
datasets impacted this choice. Due to the FER2013 dataset’s size, we could assign a sizeable 
fraction for training and validation, creating a solid base for model learning. The CK+48 
dataset, used only for testing, guarantees a fair assessment of the model’s performance on 
omitted data. Even while cross-validation is a useful approach, its use may be impacted 
by computing limitations and dataset size, so we decided to use a partitioned training-
validation-testing strategy in this situation.

We have evaluated it using the classification metrics. The graphs in Figure 3 represent 
the status of the metrics during the model training. We can see that validation Accuracy is 
greater than training accuracy for the 30 epochs. It shows that the model is not overfitting.

We have also practically implemented the model using the Open Source Computer 
Vision Library and Tensorflow. The model can detect facial emotion through live video 
and image feeds. Some of the implementation examples are shown in Figure 4.

The proposed model’s classification accuracy is 89%, while its precision is 81% (Table 
1). We have achieved an F1 Score of 0.42 and an AUC of 0.734. 

The model performs well in terms of overall accuracy, categorizing dataset instances 
correctly 89% of the time, as shown in Table 2. When the model predicts a positive class, 
a precision of 81% shows a pretty good level of accuracy. A balanced performance in 
terms of precision and recall is indicated by the F1 Score of 0.42. The model’s ability 
to differentiate between positive and negative classes is modest, according to the 
AUC of 0.734. Additionally, we are working on a research trend where the proposed 
approach is being implemented on hardware. Additionally, this problem can be resolved 
using additional machine learning techniques, including dictionary learning and semi-
supervised learning.
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Figure 4. Test result of the model
Source: Personal images of the first author

Table 1
Result analysis of VGG16

Metrics Score
Accuracy 89%
Precision 81
F1 Score 0.42

AUC 0.734

Figure 3. Graphical representation of model performance

In Figure 3, the interaction of a sizable 
dataset and the intrinsic complexity of the 
VGG16 model may be responsible for 
the observed difference in loss between 
training and validation after 30 epochs. 
Given the complexity of VGG16, attaining 
convergence in a constrained number of 
epochs may present difficulties. However, 
various overfitting mitigation strategies, one 
of which is using regularization techniques 
like weight regularization and extra dropout 
layers to provide a more balanced output, 
can overcome this issue.

It is important to understand that 
assessing the model’s performance only 
in terms of the loss graph might not give 
a complete picture. Despite the observed 
variation in loss, the model demonstrates 
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promising classification results, achieving an overall precision of 81% and an AUC of 
73%. These metrics affirm the model’s efficacy in classification tasks. Another reason this 
solution has not been employed is that this research is computationally expensive. We need 
better computing resources to train a model using a better hyperparameter.

We did not employ certain alternatives, such as adding extra regularization, due 
to their high computational cost. We require more potent computational resources to 
improve the model’s hyperparameters. Although the loss graph shows possible overfitting, 
we must weigh this against our actual practical constraints. The model still does well 
in categorization, demonstrating the importance of considering metrics and resource 
limitations when evaluating a system.  

CONCLUSION AND THE WAY FORWARD

Emotions are an innate part of human beings. They direct and impact communication, 
relationships, and social distance. Emotions involve three distinct components: a subjective 
experience, a physiological response, and a behavioral or expressive response. The need to 
accurately decipher emotions has arisen with the advent and advancement of technology. 
The study mentioned above assists in doing so. It has collected data from different types 
of facial emotion expression data from many digital repositories of around 30,000 facial 
images. It has used the deep neural networks model VGG16 technique to decipher the 
seven emotional expressions: happiness, sadness, anger, fear, disgust, surprise, and 
neutral expressions. The data gathered was augmented to produce more data and enrich 

Table 2
Result comparison with our proposed results

Topic Methodology Framework Validation 
Accuracy Reference

Deploying machine 
learning techniques for 
human emotion detection. 
Computational Intelligence 
and Neuroscience

Reducing Dimension 
of Data Using Principal 
Component Analysis

Support Vector 
Machine, 
Logistic 
Regression

70% Siam et al. 
(2022)

Real-time emotion detection 
using deep learning. 2021 
International Conference 
on Advances in Electrical, 
Computing, Communication 
and Sustainable Technologies

Convolutional Neural 
Network (TensorFlow)

CNN 65% Jaymon et 
al. (2021)

Proposed VGG16 Model 
(our Result)

Applied Data 
Augmentation techniques 
on the dataset and 
evaluated the model using 
separate real-time test data.

Modified VGG16 
Transfer Learning 
Model

89%
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the modeling technique for more precision. The model has achieved 89% precision and 
81% emotion classification. 

This study will help to achieve better accuracy in decoding, comprehending, and 
classifying facial emotional expressions across various media such as images, media, 
and virtual reality environments and thus benefit several industries such as organization, 
education, entertainment, and research. Due to the high computational cost of certain 
alternatives, such as adding extra regularization, we did not employ them. We require 
more potent computational resources to improve the model’s hyperparameters. It can be 
improved in the future with better resources. Therefore, we conclude that human emotions 
are innate and directly impact their lives. The new advanced technologies, such as virtual 
and augmented reality, may impose novel challenges to people’s mental well-being, hence 
making it imperative to employ such approaches to detect emotional changes in a person’s 
conduct. Overall, it would be beneficial to analyze and classify positive and negative 
emotions, which would help detect signs of stress, anxiety, and burnout and take preventive 
measures to enhance well-being. 
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